
Methodological workshop 
Frequentist and Bayesian approaches to improving your statistical inferences 

Luigi Lombardi 

Dept. of Psychology and Cognitive Science, University of Trento  

April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

Part 2 



April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

Problems with the null hypothesis (N-H) testing approach  1 



The Neyman-Pearson paradigm (N-H) 

April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

Problems with the null hypothesis (N-H) testing approach  1 



The N-H table 

power 
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Probabilistic interpretation 
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Graphical interpretation 
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(usually) 

Theorical values 

How do we 

compute/estimate 

these values? 

Probability terms 

In the PPV 

Problems with the null hypothesis (N-H) testing approach  
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How do we 

compute/estimate 

these values? 

Ioannidis reported some 

procedures to compute the 

prior probability H0 on the basis 

of prior information, empirically 

based meta-analytic 

information, case scenario 

analysis, and expecially the so 

called potential bias 

Problems with the null hypothesis (N-H) testing approach  



April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 Problems with the null hypothesis (N-H) testing approach  



April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 

The six corollaries 

Problems with the null hypothesis (N-H) testing approach  



April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 

The six corollaries 

Problems with the null hypothesis (N-H) testing approach  



April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 

Computed on the 

basis of the so-called 

Power algebra 
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Power analysis is based on four different parameters: 

Power (population level) 

Type I error 
(population level) 

Effect size (population level) 

Hypothetical 
Sample size 
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Effect size (population level) 

Effect size parameter defining HA; 
it represents the degree 
of deviation from H0 in the 
underlying population 
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Post hoc power analysis 

April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 Problems with the null hypothesis (N-H) testing approach  



Post hoc power analysis: an example using the pwr package 

60 

0.454 

One-sample t-test: H0   0  

pwr.t.test(d=0.2,n=60,sig.level=0.05,power=NULL,type=

"one.sample",alternative="greater") 

 

R syntax  

  One-sample t test power calculation  

 

              n = 60 

              d = 0.2 

      sig.level = 0.05 

          power = 0.4548365 

    alternative = greater 

R output  

0.05 0.2 
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Observed power analysis 

The effect size (at population level) 
is replaced with the observed 
effect size d (at the sample level) 

The basic idea of observed power analysis is that there is evidence for the null 
hypothesis being true if p >  and the computed power is high at the observed 
effect size d 

April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 Problems with the null hypothesis (N-H) testing approach  



Observed power analysis 

The effect size (at population level) 
is replaced with the observed 
effect size d (at the sample level) 

Note d is not a theoretical value 
(hypothetical value) 
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Observed power analysis 

The effect size (at population level) 
is replaced with the observed 
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Note d is not a theoretical value 
(hypothetical value) 

It is estimated from the sample according to 
the theoretical model for the null hypothesis 
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Observed power analysis 

The effect size (at population level) 
is replaced with the observed 
effect size d (at the sample level) 

Note d is not a theoretical value 
(hypothetical value) 

It is estimated from the sample according to 
the theoretical model for the null hypothesis 

It is biased!!! 
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Observed power analysis – hypothetical derivations 

Basic power analysis claim: 
(p > ) AND (power is high)  entails  «evidence for H0 is high» 

Some ‘derivations’: 
NOT [(p > ) AND (power is high)]  iff  
NOT(p > ) OR  NOT(power is high)  

Some ‘derivations’:  
1. NOT(p > ) AND (power is high)  entails ?? 
2. (p > ) AND NOT(power is high)  entails ?? 
3. NOT(p > ) AND NOT(power is high)  entails ??  

April 21, 2015 

Luigi Lombardi – Bayesian approaches to improve statistical inferences  

1 Problems with the null hypothesis (N-H) testing approach  



Observed power analysis – hypothetical derivations 

Some interpretations: 
(p > ) AND NOT(power is high)  entails  «evidence for H0 is weak» 

The underlying idea is: if we increase the sample size, then we raise the power, 
and probably we can reject H0! 

However some of these interpretations lead us to the a paradox! 
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There is a 
negative 

monotonic 
relationship 

between 
observed power 

and p-value! 
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There is a 
negative 

monotonic 
relationship 

between 
observed power 

and p-value! 

That is to say, because of the one-to-one 
relationship between p-values and observed 

power, nonsignificant p-values always 
correspond to low observed powers!!!  
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There is a 
negative 

monotonic 
relationship 

between 
observed power 

and p-value! 

That is to say, because of the one-to-one 
relationship between p-values and observed 

power, nonsignificant p-values always 
correspond to low observed powers!!!  

Hence, we will never observe 
nonsignificant p-values corresponding 

to high observed powers. 
The main claim is a nonsense!   
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relationship between observed power and p-value – simulation study 



n <- 50 

mu0 <- 0 

sd <- 1 

B <- 2000 

simPv <- rep(0,B) 

simPw <- rep(0,B) 

 

for (b in 1:B) { 

 

  X <- rnorm(n,mu0,sd) 

  dobs <- (mean(X))/sqrt(((n-1)*sd^2)/(n-1)) 

  simPv[b] <- t.test(X)$p.value 

  simPw[b] <- pwr.t.test(d=dobs,n=n,sig.level=0.05,power=NULL, 

  type="one.sample",alternative="two.sided")$power 

 

} 

 

plot(simPv,simPw,ylab="Observed power", xlab="p-value") 

R syntax  

One-sample t-test: H0 1 = 0 (simulation study)  
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One of the main problems of standard power analysis is that 
it puts a narrow emphasis on statistical significance which is 
the primary focus of many study designs. However, in noisy, 
small-sample settings, statistically significant results can 
often be misleading. This is particularly true when observed 
power analysis is used to evaluate the statistical results.  
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A better approach would be 

Design Analysis (DA): a set of statistical calculations about what 
could happen under hypothetical replications of a study (that 
focuses on estimates and uncertainties rather than on 
statistical significance) 
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Somehow this work represents a kind of conceptual «bridge» 
linking the Frequentist approach with a more Bayesian 
oriented perspective  
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DA main tokens 

The observed effect 

The true population effect 

The standard error (SE) of the observed effect 

The Type I error 

A hypothetical normally distributed 
random variable with parameters D and s  

(note this constitutes a conceptual leap)  
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DA main tokens 

The main goals are to compute: 

being the cumulative standard normal distribution  
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Beyond power calculations  2 

Gelman & Carlin (2014), p. 644  



retrodesign <- function(A, s, alpha=.05, df=Inf, n.sims=10000){ 

  z <- qt(1-alpha/2, df) 

   p.hi <- 1 - pt(z-A/s, df) 

   p.lo <- pt(-z-A/s, df) 

   power <- p.hi + p.lo 

  typeS <- p.lo/power 

  estimate <- A + s*rt(n.sims,df) 

  significant <- abs(estimate) > s*z 

  exaggeration <- mean(abs(estimate)[significant])/A 

  return(list(power=power,typeS=typeS,exaggeration=exaggeration)) 

} 

R function: Gelman & Carlin (2014), p. 644  
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A simple example: linear regression 



Call: 

lm(formula = y ~ x) 

 

Residuals: 

     Min       1Q   Median       3Q      Max  

-15.1642  -4.7063  -0.9168   5.5848  15.6263  

 

Coefficients: 

            Estimate Std. Error t value Pr(>|t|)     

(Intercept)  -0.6061     3.9588  -0.153    0.879     

x             2.1792     0.3697   5.894 7.96e-07 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 7.779 on 38 degrees of freedom 

Multiple R-squared:  0.4776,    Adjusted R-squared:  0.4638  

F-statistic: 34.74 on 1 and 38 DF,  p-value: 7.955e-07 

 

R syntax  

Simple regression with lm()  
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> retrodesign(1, 0.3697, df=38) 

$power 

[1] 0.7498592 

 

$typeS 

[1] 2.054527e-05 

 

$exaggeration 

[1] 1.161278 

 

R syntax  

Design Analysis  
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D = 1 
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> retrodesign(0.5, 0.3697, df=38) 

$power 

[1] 0.2536931 

 

$typeS 

[1] 0.003356801 

 

$exaggeration 

[1] 1.962419 

R syntax  

True population effect 

D = 0.5 

Beyond power calculations  2 

Design Analysis  
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D = 0.5 
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5000 simulated 
samples with 20 observations each 

from a normal distribution with 
parameters  = 0.5; s = 0.9 

% of significant results (≠ 0) : 39.7 
% of sample means > D(=) : 32.3 



Gelman & Carlin (2014), p. 644  
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Type S error as a function of Power 
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Gelman & Carlin (2014), p. 644  

Beyond power calculations  2 

Exaggeration ratio as 
a function of Power 
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Practical implications: 

Design Analysis strongly suggests larger 
sample sizes than those that are commonly 
used in psychology. In particular, if sample size 
is too small, in relation to the true effect size, 
then what appears to be a win (statistical 
significance) may really be a loss (in the form 
of a claim that does not replicate). 

For a more formal presentation of the DA approach see 
Gelman A. & Tuerlinckx F. (2000). Type S error rates for 
classical and Bayesian single and multiple comparison 
procedures. Computational Statistics, 15, 373–390.  
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Positive predictive value (PPV) Negative predictive value (PPV) 

We need the Bayes theorem to derive these posterior 

probabilities for the contrasting hypotheses 
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Recall 

Positive predictive value (PPV) Negative predictive value (PPV) 

We need the Bayes theorem to derive these posterior 

probabilities for the contrasting hypotheses 

The same applies if we want to compute the posterior 

probabilities explicitely given the observed data 
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Posterior 
probability for 

the hypothesis H  

Likelihood of the 
data given H  

Prior probability 
for H  

Marginal 
probability for 

the data  
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The relative 
posterior 

probability of 
the null and 
alternative 
hypotheses 
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Bayes Factor 
(BF) 

The analytic derivation of BF can be very difficult (see, for example, Kass 
& Raftery, 1995) 
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A possible way out is to approximate the BF by means of some function of 
the Bayesian Information Criterion (BIC) 

Maximum likelihood 
of the data 

Number of free 
parameters 

In the model 

Number of 
independent 
observations 
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Exponential function 

where 
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Pros and cons of the Bayes factor 3 

The BF can be approximated according to the following equation 

Warning: This represents a very 
basic approximation only! 

Please see, for example, Kass & Raftery (1995), Wagenmakers (2007), and 
Bollen, Ray, Zavisca, & Harden (2012) for more rigorous derivations. 
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Finally, the posterior probability of H0 is 

consequently, the posterior probability of HA is 
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Raftery (1995) suggests the following substantive interpretations 
for the posterior probability 



Pros and cons of the Bayes factor 3 

A simple example: linear regression 



> MA <- lm(y~x) 

> M0 <- lm(y~1) 

> BICA = -2*logLik(MA)[[1]] + 3*log(40) 

> BIC0 = -2*logLik(M0)[[1]] + 2*log(40) 

> DBIC <- BICA - BIC0 

> DBIC 

[1] -22.28336 

> BF <- exp(DBIC/2) 

> BF 

[1] 1.449539e-05 

> pBIC0 <- BF/(BF+1) 

> pBIC0 

[1] 1.449518e-05 

> pBICA <- 1 - pBIC0 

> pBICA 

[1] 0.9999855 

R syntax  

Simple regression with lm()  
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Pros and cons of the Bayes factor 3 

A simple example: linear regression with categorical predictor 



> x1 <- rnorm(25,15,6) 

> x2 <- rnorm(25,15.5,6) 

> boxplot(x1,x2,names=c("g1","g2"),ylab="y") 

> G1 <- rep("g1",25) 

> G2 <- rep("g2",25) 

> G <- c(G1,G2) 

> y <- c(x1,x2) 

> MA <- lm(y~G) 

> M0 <- lm(y~1) 

> BICA = -2*logLik(MA)[[1]] + 3*log(50) 

> BIC0 = -2*logLik(M0)[[1]] + 2*log(50) 

> DBIC <- BICA - BIC0 

> DBIC 

[1] 1.17938 

> BF <- exp(DBIC/2) 

> BF 

[1] 1.803429 

> pBIC0 <- BF/(BF+1) 

> pBIC0 

[1] 0.643294 

> pBICA <- 1 - pBIC0 

> pBICA 

[1] 0.356706 
R syntax  

Simple regression with lm()  
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Different resources for computing BF according to other 
approaches (es. http://pcl.missouri.edu/bayesfactor) 
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The main problem of the BF 
Let us consider the following graphical representation 



> x <- c(1:16) 

> y <- c(c(1,3,5,7,6,4,2,1),3*c(1,3,5,7,6,4,2,1)) 

> plot(x,y,type="b",lwd=2) 

> x <- c(1:16) 

> y <- c(c(1,3,5,7,6,4,2,1),3*c(1,3,5,7),10+c(6,4,2,1)) 

> plot(x,y,type="b",lwd=2) 

> MA <- lm(y~x) 

> M0 <- lm(y~1) 

> abline(MA) 

> abline(M0,lty=3) 

> BICA = -2*logLik(MA)[[1]] + 3*log(16) 

> BIC0 = -2*logLik(M0)[[1]] + 2*log(16) 

> DBIC <- BICA - BIC0 

> DBIC 

[1] -9.079352 

> BF <- exp(DBIC/2) 

> BF 

[1] 0.01067687 

> pBIC0 <- BF/(BF+1) 

> pBIC0 

[1] 0.01056407 

> pBICA <- 1 - pBIC0 

> pBICA 

[1] 0.9894359 
R syntax  
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The BF cannot recognize that both the models are 
bad models (the problem of relative comparisons) 

Fortunately, there are alternatives to the BF approach in Bayesian 
data analysis (see, for example, the model checking proposal 

described by Gelman & Shalizi, 2013) 
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Thank you for your attention! 


